End-to-End Training of an Optimal Control Network

Nolan Wagener (#40)

Path Integral Network (PI-Net): A differentiable policy based on a sampling-based optimal control algorithm
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